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Carbon-hydrogen plasmas and hydrocarbon materials are of broad interest to laser shock experimentalists,
high energy density physicists, and astrophysicists. Accurate equations of state (EOS) of hydrocarbons are
valuable for various studies from inertial confinement fusion (ICF) to planetary science. By combining path
integral Monte Carlo (PIMC) results at high temperatures and density functional theory molecular dynamics
(DFT-MD) results at lower temperatures, we compute the EOS for hydrocarbons from simulations performed
at 1184 separate (ρ, T )-points distributed over a range of compositions. These methods accurately treat
electronic excitation and many-body interaction effects, with no adjustable parameters or experimental input.
PIMC is also an accurate method that is capable of treating nuclear quantum effects at finite temperatures.
These methods therefore provide a benchmark-quality EOS that surpasses that of semi-empirical and Thomas-
Fermi-based methods in the warm dense matter regime. By comparing our first-principles EOS to the LEOS
5112 model for CH, we validate the specific heat assumptions in this model but suggest that the Grüneisen
parameter is too large at low temperature. Based on our first-principles EOS, we predict the principal
Hugoniot curve of polystyrene to be ∼ 5% stiffer at maximum shock compression than that predicted by
orbital-free DFT and other Thomas-Fermi-based approaches. By investigating the atomic structure and
chemical bonding of hydrocarbons, we show a drastic decrease in the lifetime of chemical bonds in the
pressure interval from 0.4 to 4 megabar. We find the assumption of linear mixing to be valid for describing
the EOS and the shock Hugoniot curve of hydrocarbons in the regime of partially ionized atomic liquids. We
make predictions of the shock compression of glow-discharge polymers and investigate the effects of oxygen
content and C:H ratio on its Hugoniot curve. Our full suite of first-principles simulation results may be
used to benchmark future theoretical investigations pertaining to hydrocarbon EOS, and should be helpful
in guiding the design of future experiments on hydrocarbons in the gigabar regime.

I. INTRODUCTION

Accurate equations of state (EOS) of materials under
various temperature and pressure conditions is of funda-
mental importance in earth and planetary science, astro-
physics, and high energy density physics.1 These applica-
tions require that we understand matter that is partially
ionized and strongly coupled. This includes conventional
condensed matter (T � TFermi), warm dense matter
(T ∼ TFermi), and weakly coupled plasmas (T � TFermi

and 〈potential energy〉 � 〈kinetic energy〉). At high tem-
peratures (>102 eV) and near-ambient densities, elec-
trons and nuclei can generally both be treated as ideal
gases, due to complete ionization of atoms into a per-
fect plasma state. At slightly lower temperatures, the
Debye-Hückel model may be used to treat weak inter-
actions within a screening approximation. Materials in
condensed forms are characterized by both strong cou-
pling and degeneracy effects and thus require sophisti-
cated quantum many-body methods for their description.
However, very good progress can be made with average-
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atom methods such as average-atom Thomas-Fermi the-
ory and average-atom Kohn-Sham Density Functional
Theory (DFT), in which isolated ions are embedded
within a spherically-symmetric electron liquid. Kohn-
Sham-DFT average-atom methods resolve distinct elec-
tronic shells of atoms, just as in conventional applica-
tions of quantum theory to isolated atoms, but they do
not account for directional bonding between atoms and
therefore fail at low temperatures. Thomas-Fermi and
more general orbital-free (OF) DFT approaches do not
account for electronic shell effects and are thus unable
to properly describe partially ionized plasmas; as such,
they provide a less than satisfactory description of warm
dense matter.

EOS models (e.g., of the QEOS type2) treating wide
ranges of density and temperature and databases that
house them (e.g., SESAME3 and LEOS), make heavy
use of average-atom theories for electronic excitations, ad
hoc interpolation formulas which mediate the evolution of
the ionic specific heat from low-T to the high-T ideal gas
limit, and semi-empirical models which allow for the fit-
ting of experimental results near ambient conditions. The
efficacy of these EOS models is questionable precisely in
the regimes currently probed in dynamic compression ex-
periments reaching gigabar (Gbar) pressures, in which it
is expected that atoms are significantly (though not fully)



2

ionized by both temperature and pressure. Clearly, this
regime is in need of more sophisticated theoretical treat-
ments which more fully account for detailed electronic
structure and many-body effects.

First-principles molecular dynamics (MD) based on
DFT is widely used for calculating the atomic structure,
the EOS, and other electronic and ionic properties of ma-
terials at relatively low temperatures, where the ioniza-
tion fraction is small. In DFT-MD, the nuclei are usually
treated as classical particles whose motion follows New-
ton’s equation of motion, whereas the potential field is
determined by solving a single-particle mean-field equa-
tion self-consistently using DFT. This method naturally
includes the anharmonic terms of nuclear vibrations and
is usually a good approximation for systems with heavy
elements, and is widely used for simulations of earth and
planetary materials4–9. For light elements, zero-point
motion cannot be neglected10,11, which makes impor-
tant contributions to the energy that may alter relative
phase stability. At temperatures above 100 eV, DFT-
MD of the Kohn-Sham variety becomes computationally
intractable due to the considerable number of high-lying
single-electron states that need to be included. It is also
practically limited by the use of pseudopotentials that re-
duce computational costs by freezing inner-shell electrons
within ionic cores that tend to overlap between neigh-
boring atoms if the system is at significant compression,
leading to errors.

Path integral Monte Carlo (PIMC)12,13 offers an ap-
proach to directly solve the many-body Schrödinger
equation in a stochastic way. It typically treats nuclei
and electrons as quantum paths that evolve in imagi-
nary time, and obtains the energy and other properties
of a system by solving for the thermal density matrix
and computing thermodynamic averages within the sam-
pled ensembles. For Fermionic systems, a suitable nodal
structure is required to restrict the sampling space in
order to solve the sign problem that arises from anti-
symmetry of the many-body density matrix. Accuracy
of the method has been established by early work on
fully-ionized hydrogen14,15 and helium16 plasmas. In the
past five years, developments by extending free-particle
nodes17 or implementing localized orbitals18 to construct
the nodes have enabled PIMC studies of a series of heav-
ier elements and compounds17–29. These works have ap-
plied PIMC to EOS calculations at temperatures ranging
from a few hundred million K to as low as 2.5×105 K. For
first- and second-row elements, PIMC and DFT-MD sim-
ulations produce consistent EOS results at intermediate
temperatures.

While computer simulations with classical nuclei pro-
vide sufficiently accurate predictions for a wide range
thermodynamic conditions, at low temperature, nuclear
quantum effects (NQEs) often play an important role in
predicting observed phenomena30. One typically com-
pares the interparticle spacing to the thermal de Broglie
wavelength (∼ 1/

√
mkBT ) that is inversely proportional

to the square root of mass and temperature, and, there-

fore cold and low-Z materials are strongly influenced by
NQE. Often such effects are referred to as zero point
motion. In solids, zero point effects are typically stud-
ied with lattice dynamics calculations that derive the
spectrum of vibrational eigenmodes within the quasi-
harmonic approximation. Such calculations rely on the
second derivative the energy with respect to the nuclear
positions that can be derived with theoretical methods
of various levels of accuracy ranging from classical force
fields31, DFT32,33, and in principle also with quantum
Monte Carlo calculations34. It is difficult, however, to
introduce anharmonic effects accurately into the lattice
dynamics approach35. Anharmonic effects are important
for temperatures above the Debye temperature, in par-
ticular near melting, but also at very low temperature in
materials that are rich in hydrogen or helium. Because of
their small mass, the nuclear wavefunctions often spreads
into the anharmonic regions of the confining potential
even at the ground state so that anharmonic effects can
no longer be neglected.

Path integral methods36 can accurately incorporate
NQE and anharmonic effects at all temperatures and
can describe solids as well as liquids37,38. An efficient
approach, that has been devised to pursue NQE prob-
lems, is to combine the path integral method for nuclei
with other electronic structure methods, such as DFT or
quantum Monte Carlo, to efficiently describe the forces
between the nuclei. Path integral molecular dynamics39

and coupled electron ion Monte Carlo40 are two com-
mon techniques that employ this combined approach41.
A few examples include phase transitions in solid11,42 and
liquid10,43,44 hydrogen, helium16,45, hydrogen-bonding
in water46–48, solid water-ice phases49,50, phonon dis-
persion in diamond51 and energy barriers for small
molecules52,53.

In this work, we employ the path integral methods
to study partially and highly excited electrons. Even
though the temperatures under consideration are quite
high (∼100 eV), fermionic effects are crucial to charac-
terize the electronic states accurately. The occupation of
bound electronic states affects the motion of the nuclei
through Pauli exclusion. At high density, the motion of
the nuclei deforms the shape of the electronic orbitals.
Thus, a fully self-consistent approach is needed for ma-
terials in the WDM regime.

We apply PIMC simulations with free-particle nodes
and DFT-MD calculations to study carbon-hydrogen
compounds. Hydrocarbons are currently in use as ab-
lator materials in dynamic compression and inertial con-
finement fusion (ICF) experiments54–58. Materials such
as polystyrene and glow-discharge polymer (GDP) have
been a strong point of interest and extensively studied
by both theorists and experimentalists59–81. Recently,
laser shock experiments at the National Ignition Facil-
ity (NIF)82–87 and the OMEGA Laser facility88 have ex-
tended the ablation pressure in CH to the Gbar range89.
Calculations employing DFT-MD or OF-DFT have been
performed to study the EOS of hydrocarbon materi-
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als79,90–96. These theoretical studies predicted shock
Hugoniot curves that agree well with experiments at low
temperatures. At high temperatures, Kohn-Sham DFT
is unfeasible while OF-DFT works efficiently but its pre-
dictions are yet to be tested by other theories24 and ex-
periments. We expect the PIMC and DFT-MD simula-
tions of this study to produce predictions for the EOS of
hydrocarbons which are sufficiently accurate to be used
as benchmarks for both the construction of wide-range
EOS models, and the further investigation of hydrocar-
bon EOS with less computationally expensive simulation
methods. Ultimately, our predictions may prove useful
for the design and interpretation of dynamic compression
and ICF experiments in the future.

The paper is organized as follows: Section II introduces
the details of our simulation methods. Sec. III presents
our EOS results, the shock Hugoniot curves, and com-
parisons with other theories, models, and experiments.
Sec. IV discusses the structural evolution of hydrocar-
bons and the shock compression of GDP and related ma-
terials. We conclude in Sec. V.

II. SIMULATION METHODS

We use the CUPID code97 for our PIMC simulations
within the fixed-node approximation98. We treat the nu-
clei as quantum particles, even though the kinetic en-
ergy is much larger than the zero-point contribution to
the total energy of the system at the high temperatures
(T ≥ 106 K = 87 eV) considered here. Electrons are
treated as fermions. Their quantum paths are periodic
in the imaginary time interval, 0 ≤ t ≤ β = 1/kBT (kB
is the Boltzmann constant), but the paths of electrons
with the same spin may be permuted as long as they do
not violate the nodal restriction98. Following our pre-
vious work on hydrogen14,15,38,99–104, helium105,106, and
carbon17,19, we use free-particle nodes to constrain the
sampling space by restricting the paths to positive re-
gions of the density matrix of ideal fermions. Coulomb
interactions between all pairs of particles are introduced
via pair density matrices107,108. The pair density matri-
ces are evaluated at an imaginary time interval of 1/1024
Hartree−1 (Ha−1) while the nodal restriction is enforced
in steps of 1/8192 Ha−1.

For DFT-MD simulations, we use the Vienna Ab
initio Simulation Package (VASP)109. We choose the
hardest available projected augmented wave (PAW)
pseudopotentials110 with core radii of 1.1 and 0.8 Bohr
for C and H, respectively. All electrons are treated as va-
lence electrons. Exchange-correlation effects are treated
within the local density approximation (LDA)111,112. We
choose a large plane-wave basis cutoff of 2000 eV, the Γ
point to sample the Brillouin zone, and an MD time step
of 0.05-0.2 fs, depending on the temperature. MD trajec-
tories are generated in an NV T ensemble, and typically
consist 2000-10000 steps to make sure the system is in
equilibrium and the energies and pressures are converged.

FIG. 1. Pressure-temperature conditions considered in our
PIMC and DFT-MD simulations of hydrocarbons. For clarity,
only the EOS data for C2H and the Hugoniot curves of C2H,
CH, and CH2 are shown. The Hugoniot curves are obtained
by setting the initial denstity to 1.12, 1.05, and 0.946 g/cm3

for C2H, CH, and CH2, respectively. The shaded region de-
notes the approximate area that the EOS of all hydrocarbons
studied in this work fall in.

The temperature is controlled with a Nosé thermostat113.
All VASP energies are shifted by -37.4243 Ha/C and -
0.445893 Ha/H, to put DFT-MD energies on the same
scale as those of PIMC. These values are determined by
performing all-electron single-atom calculations using the
OPIUM code114.

We study six different compositions by simulating
C20H10, C18H18, C16H24, C14H28, C12H36, and C10H40

in a cubic cell at temperatures between 106-1.3×108 K
using PIMC and 2.5×105-106 K using DFT-MD. We use
larger cells with four times as many atoms at the lower
temperatures of 6.7×103-2.5×105 K in order to eliminate
finite-size effects, which are expected to be larger at low
temperatures17. In order to maximize the computational
efficiency of the large-cell simulations, we freeze the 1s2

electrons of carbon in the pseudopotential core without
losing accuracy, because the temperatures are much lower
than the ionization energy (392 eV for 1s2 of C)115. We
consider a grid of nine isochores for each hydrocarbon
system, chosen so that the pressure ranges for each com-
position are similar; this results in densities for CH be-
tween (2 - 12)×ρambient (see Fig. 1). These conditions
are both relevant to dynamic compression experiments,
and well within the range in which Kohn-Sham DFT-MD
simulations with pseudopotentials are feasible.

We also investigate the validity of the linear mix-
ing approximation for estimating the EOS of various
hydrogen-carbon mixtures. In this method, the en-
ergy and the density of the mixture are obtained with
the isobaric, isothermal additive volume assumption via
Vmix(P, T ) = fCVC(P, T )+fHVH(P, T ) and Emix(P, T ) =
fCEC(P, T )+fHEH(P, T ), where fC = nC/(nC+nH) and
fH = nH/(nC + nH) are the mixing ratios, Vmix, VC, VH
are volumes per atom for the mixture, pure carbon, and
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pure hydrogen respectively (and likewise for the internal
energies, E). E(T, P ) and V (T, P ) of the pure species are
constructed using bi-variable spline fitting over the ρ-T
space spanned by the EOS of pure hydrogen and pure
carbon. The shock Hugoniot curves derived with simula-
tions of the fully interacting system can be compared to
that obtained with the linear mixing approximation.

III. RESULTS

A. Equation of state

Figure 2 shows the calculated EOS for C2H along nine
isochores. A complete list of EOS data for other hy-
drocarbons (C2H3, CH2, CH3, CH4) in this study are
in the supplementary material. Our simulation results
for CH are available in Ref. 29. The internal ener-
gies and pressures from PIMC calculations agree with
predictions of the Debye-Hückel model at temperatures
above 4×106 K and with the Fermi electron gas theory
(wherein both ions and electrons are treated as uniform-
density free Fermi gases) above 8×106 K, which is higher
than the 1s1 ionization energy (489.99 eV or 5.7×106

K)115 of carbon. PIMC results show excellent agreement
with DFT-MD at 106 K, with differences typically less
than 1 Ha/carbon in internal energy and 3% in pres-
sure. We have therefore constructed a consistent first-
principles EOS table for warm dense hydrocarbons, over
a wide density-temperature range of 1.4-13.5 g/cm3 and
6.7 × 103-1.3 × 108 K and C:H=2:1-1:4. The good con-
sistency of PIMC with DFT-MD and the other high-
temperature theories validates the use of the free-particle
nodes in PIMC for temperatures as low as 106 K, and
PAW pseudopotentials and zero-temperature exchange-
correlation functionals in DFT-MD up to 106 K.

In comparison with a recent first-principles study94

that employs DFT-MD with the Perdew-Burke-
Ernzerhof (PBE)116 exchange-correlation functional at
temperatures below TFermi, the P -T and E-T curves
coincide with LDA curves in this work. This indicates
the EOS does not significantly dependent on the form of
the exchange-correlation functional in the temperature
interval under consideration. At 106 K and higher tem-
peratures, the energy of Ref. 94 is different from PIMC
predictions of this work while the pressure differences
are small. This is associated with underestimation of
the compression maximum by OF-DFT that is used
in Ref. 94. More details on this will be discussed in
Sec. III C.

B. Comparisons with the LEOS-5112 model for CH

An important aim of this work is to produce bench-
marking EOS predictions that will act as constraints
in the future construction of EOS models for hydrocar-
bons which span wide ranges of density and temperature,

FIG. 2. Internal energies and pressures of CH along isochores.
Corresponding results of the Fermi-gas and the Debye-Hückel
theories are plotted for comparison. PIMC predicts consis-
tent results with DFT-MD at 106 K PIMC and agrees with
ideal Fermi gas and Debye-Hückel models at above 8×106

K. As temperature decreases, the ideal Fermi gas model sig-
nificantly overestimates the energy and the pressure because
of the neglect of interactions. Debye-Hückel model improves
over the Fermi-gas model for temperatures down to 3×106

K but leads to low pressures and energies at lower temper-
atures, at which electron-nucleus coupling gets stronger and
the screening approximation breaks down. DFT-MD and OF-
DFT results from Ref. 94 are shown with green diamonds for
comparison. Error bars of the data are much smaller than
the size of the symbols. Different isochores have been shifted
apart for clarity.

well beyond that where experimental data is available.
It is therefore interesting to compare the details of ex-
isting EOS models for, e.g., CH to the first-principles
predictions in this work. The most recent such model
for polystyrene (CH) constructed at the Lawrence Liver-
more National Laboratory is LEOS-5112, closely related
to LEOS-5400117, currently used as the EOS model of
choice for GDP in inertial confinement fusion simulations
where that material is employed as an ablator. EOS mod-
els such as these assume that the free energy is decompos-
able into separate ionic and electronic excitation terms.
While somewhat justified due to the large ion/electron
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FIG. 3. CV for CH at a density of ρ = 3.15 g/cm3. The black
curve is CV as extracted from a spline fit of our discrete E(T )
predictions from first-principles simulations at this density.
See the text for descriptions of the other curves.

mass ratio, it is important whenever possible to com-
pare to EOS predictions from ab initio methods (such as
PIMC) that do not make this assumption.

The LEOS-5400 EOS model117 was originally con-
structed to represent the non-stoichiometric carbon-
hydrogen-oxygen composition of GDP, and to reproduce
both Hugoniot and off-Hugoniot measurements (specif-
ically, shock-and-release from an interface with deu-
terium)81. More recently, LEOS-5112 was developed
to facilitate comparison with experiments and simula-
tions on the stoichiometric material, CH. This CH model
closely follows the parameters used to make GDP LEOS-
5400.

The cold curve, E(V, T = 0), was based on a constant-
pressure mix of the corresponding Thomas-Fermi cold
curves for pure C and pure H, with a bonding correction2

to set the density at 1.049 g/cm3 and the bulk modulus
at 0.9 GPa at a temperature of 20 K. This relatively high
bulk modulus was softened by using a break point118 that
changes the cold curve energy by δE = Au3/(B+u3) for
u ≥ 1 where u = ρ/ρ0, A =-8 kJ/g and B = 3.0. A
corresponding change was also made to the cold curve
pressure. The relatively high bulk modulus value, to-
gether with the break point, reproduces both the initial
equilibrium conditions of the material (at cryogenic con-
ditions), and the higher-temperature behavior above 50
GPa, which is higher than the graphite-diamond transi-
tion pressure along the Hugoniot (∼15-25 GPa).

The terms in the free energy accounting for ionic exci-
tations (ion-thermal) were modeled using both a Debye-
Grüneisen model and a dissociation model. The Debye
model used a Debye temperature of 650 K at equilibrium
density and an ion-thermal Grüneisen γ at this point of
0.99. This value of γ was originally chosen to give the
experimentally observed thermal expansion of GDP be-
tween 20 K and room temperature. The Grüneisen pa-

FIG. 4. Total pressure isochores for CH at densities ρ = 2.1,
3.15, 4.2, and 5.25 g/cm3 (in the sequence of bottom to top).
The black symbols are the results of our DFT-MD (T ≤ 106

K) and PIMC (T > 106 K) simulations. The blue curves are
the corresponding pressure isochores from LEOS-5112.

rameter was kept constant from ρ0 up to a density of
2.7 g/cm3, at which point it was gradually decreased to
0.81 at 10 g/cm3 and 0.5 at very high density. For densi-
ties below 1.049 g/cm3, the Grüeneisen gamma reduces
gradually to the ideal-gas value of 2/3. The variation
in the Debye temperature is computed from this γ(ρ)
function2. The dissociation model adds an additional
contribution to the free energy which models the dissoci-
ation of a dimer118. The main purpose of this term is to
model chemical dissociation in a simplified way, as if it
were due to diatomic molecular dissociation. In the GDP
model, this extra flexibility allowed simultaneous fits to
both Hugoniot data and off-Hugoniot release data. This
same model was retained in LEOS-5112 without modifi-
cation. The model includes a dimer dissociation energy
of 0.7 eV and a nominal rotational temperature of 20 K.

The liquid contribution to the ion-thermal free energy
in LEOS-5112 (and LEOS-5400) is given by a Cowan
model2 with an exponent of 1/3,

C ion
V =

3kB
2

+
3kB

2

[
Tm(ρ)

T

]1/3
(1)

This ensures that the ionic contribution to the spe-
cific heat decays from 3kB/ion to the ideal gas value of
1.5 kB/ion as T → ∞. Tm(ρ) is taken to be the melt
temperature, determined from the Lindemann relation2.
Since CH dissociates before melting, it is necessary to as-
sume a value for the melt temperature at ambient pres-
sure. The value used here, Tm=513.15 K, is the same as
that used in LEOS-5400 for GDP.

The electronic excitation contribution to the free en-
ergy of LEOS-5112 comes from the Purgatorio atom-in-
jellium calculations119 for carbon and hydrogen. The
Purgatorio cold curve is replaced by a Thomas-Fermi cold
curve, and some data adjustment is done in the low tem-
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perature region around equilibrium density to guaran-
tee monotonicity in the pressure. These tables are then
mixed using a constant-pressure, constant-temperature
additive volume mix procedure. The resulting cold curve
is then subtracted to yield the electron-thermal contri-
bution used in the EOS. This includes the effects of shell
structure, as well as relativistic effects at very high tem-
peratures.

Figure 3 shows the specific heat at constant volume,
CV , for CH at a density of 3.15 g/cm3. The black curve
is the result of calculating (∂E/∂T )V directly from the
DFT-MD (for T ≤ 106 K) and PIMC (for T > 106

K) internal energies, by fitting a cubic spline to our
20 E(T ) points at this density and differentiating the
smooth spline function. At the highest T , this asymp-
totes to 6.75 kB/atom, which is the required value from
equipartition, assuming complete ionization. There is a
notable peak in this curve just above 106 K. The red
curve shows Celectron

V from LEOS-5112, obtained as de-
scribed above from the Kohn-Sham DFT average-atom
Purgatorio model119. Though the peak is in a slightly
different position than that seen in the black curve, this
suggests that (a) the peak in CV at T = 106 K arises from
electronic ionization, and (b) this feature is modeled well
by the comparatively simple Pugatorio treatment (which
neglects, e.g., directional bonding). The temperature in-
terval of the peak and related information presented in
Refs. 24 and 29 suggest that its appearance results pri-
marily from the ionization of the 1s electron shell of car-
bon. The green curve shows the black curve minus the
red curve, which is an estimation of the ionic contribu-
tion to CV , assuming the perfect additivity of electronic
and ionic components together with the use of Purga-
torio for the electronic piece. Note that it approaches
the required value of 1.5 kB/atom at high-T while rising
slowly as T decreases, ultimately rising rapidly to a value
of ∼ 3kB/atom at the lowest T (a value of ∼2.9 kB/atom
was predicted for CH1.36 in Ref. 81). This rapid rise is
reminiscent of behavior seen in DFT-MD calculations of
pure carbon (see Fig. 9 of Ref. 19) where CV was shown to
drop quickly from 3kB/atom with increasing T over the
range 2×104-8×104 K. Above a few times 104 K, the gen-
eral behavior of the green curve is tracked rather well by
the blue curve, which shows C ion

V from LEOS-5112 at this
density, given by the form in Eq. 1. With the exception
of the small discrepancies at the lowest T of Fig. 3, the
general agreement shown here provides validation for the
manner in which the specific heat is modeled in LEOS-
5112, indicating that at least the T -dependent part of E
is treated reasonably well. This is noteworthy, for the
work on pure carbon19 demonstrated that the model of
Eq. 1 was suspect even for T as high as 106 K. The be-
havior shown in Fig. 3 is reproduced in our other energy
isochores as well.

While the temperature dependence of the internal en-
ergy of LEOS-5112 is therefore in quite good accord
with that of our first-principles results throughout a wide
range of density and temperature, the pressure of this
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FIG. 5. Comparison of the shock Hugoniot curve of CH
and GDP from first-principles calculations (PIMC and DFT-
MD simulations or linear-mixing approximation in this work,
OF-DFT and DFT-MD simulations in Ref. 94), EOS models
(SESAME 75933, QSEM96, LEOS 5400117, LEOS 5112), and
experiments67,68,72,73. Black circles are conditions chosen for
examining the linear mixing approximation (see Sec. IV A).

model shows more significant discrepancies. Figure 4
shows isochores of P for four densities, ρ = 2.1, 3.15,
4.2, and 5.25 g/cm3. At the lower-T , the pressures of the
model are systematically too high; near-perfect agree-
ment is only seen at much higher temperature, approach-
ing the ideal gas limit. This suggests that the Grüneisen
γ is too large in LEOS-5112, since this quantity does not
enter the CV discussed above. Still another possibility is
that the cold curve of LEOS-5112 can benefit from slight
modification, though our current inclination is to reinves-
tigate the combined Debye-Grüneisen and dissociation
models pertaining to the ionic excitation contribution.
Work to improve the EOS models of hydrocarbons such
as CH using these first-principles simulations is ongoing.
In the following Sec. III C, LEOS-5112 and LEOS-5400
are discussed again, in the context of predicted Hugoniot
curves.

C. Shock compression

The locus of final states characterized by (E,P, V ) ac-
cessible via a planar one-dimensional shock satisfy the
Rankine-Hugoniot energy equation120

H(T, ρ) = (E − E0) +
1

2
(P + P0)(V − V0) = 0, (2)

where (E0, P0, V0) are the variables characterizing the ini-
tial (pre-shocked) state. This allows for the determina-
tion of the P -V -T Hugoniot curve with bi-variable spline
fitting of the EOS data (E and P on a grid of T and V )
in Sec. III A.

We thus obtain the principal Hugoniot curves of
hydrocarbons29 and represent that of CH (assuming



7

ρ0 = 1.05 g/cm3 and T0 = 300 K) in a pressure-
density plot (Fig. 5) together with experimental measure-
ments at low pressures67,68,72,73, OF-DFT simulations94,
and the Purgatorio-based LEOS 5112 (described above),
QSEM96, and the SESAME 75933 models. The DFT-MD
predictions of the Hugoniot curve in this work and that
of Ref. 94 agree well with experimental measurements,
whereas SESAME 7593 deviates from the experimental
data at 1-4 TPa. At 0.5 Gbar, we predict CH to reach a
maximum compression (ρ/ρ0) of 4.7, which is similar to
that predicted by the LEOS 5400 model for GDP, and
is higher than that of QSEM96, LEOS 5112, and OF-
DFT94 by 2-5%; the SESAME 7593 model predicts the
maximum compression to be smaller by 7.3% and the cor-
responding pressure about 17 megabar (Mbar) lower than
our first-principles simulations. The compression maxi-
mum is originated from the 1s shell ionization of carbon.
Since such temperature and pressure conditions corre-
spond to the region at which PIMC works well and com-
plexities such as electronic quantum effects, electronic
correlation, and partial ionization are all essentially in-
cluded in the quantum many-body framework, we expect
the predictions in this work to be more reliable than those
of semi-empirical models and OF-DFT. We note that the
shock Hugoniot curve of CH obtained in this work is in
remarkable agreement with that using a recent extended
DFT method121,122. We look forward to accurate exper-
iments in the Gbar regime which test these predictions.

Interestingly, our calculations and several other meth-
ods and models (Fig. 5) all have a shoulder along the
Hugoniot curve at 4-fold compression. This corresponds
to a pressure of 10 TPa and temperature of 5.7×105 K,
according to the shock compression analysis of the first-
principles EOS data in this work. The origin of this
shoulder may be traced back to the start of ionization
in the carbon 1s shell. Increasing amounts of carbon 1s
electrons are excited at higher temperatures, as is shown
in the N(r) plot of Fig. 6. At 106 K, a noticeable amount
of excitation can be seen. The ionization fraction of
the carbon 1s shell grows considerably as temperature
increases even further. Above 8×106 K, 1s ionization
is complete and the system becomes an ideal plasma.
Therefore the Hugoniot curves from different methods
and models merge together and reach the ideal Fermi
gas limit, which is consistent with the EOS comparisons
and discussions in Sec. III A.

In order to better understand the differences between
the Hugoniot curves from our simulations and the OF-
DFT and DFT-MD study in Ref. 94, we compare the
two components of the Hugoniot function in Fig. 7, i.e.,
the internal energy term E − E0 and the pressure term
(P + P0)(V − V0)/2, at two different temperatures. At
106 K, data in this work and those of Ref. 94 both rely
on DFT-MD simulations, thus the energy and pressure
values are similar. At 4×106 K, the OF-DFT pressure is
slightly lower than that given by PIMC and the difference
between them grows larger for higher densities, whereas
the internal energy from OF-DFT is significantly lower

0.0 0.5 1.0 1.5 2.0
r (Bohr)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

N
(r

)

C4 + : 1s2

NH−e, 1.0× 106 K

NC−e, 1.0× 106 K

NC−e, 2.0× 106 K

NC−e, 4.0× 106 K

NC−e, 1.6× 107 K

FIG. 6. The average number of electrons N(r) around
each carbon or hydrogen nucleus in CH at 3.15 g/cm3

and a series of temperatures obtained from the PIMC sim-
ulations in this work. N(r) is calculated via N(r) =〈∑

e,I θ(r − |~re − ~rI |)
〉
/NI , where the sum includes all

electron-carbon ion or electron-hydrogen ion pairs and θ rep-
resents the Heaviside function. The corresponding profile of
the C4+ ionization state, calculated with GAMESS, is shown
for comparison.

than that of PIMC, resulting in lower densities along the
Hugoniot curve. The differences between the Hugoniot
curves from the two methods are similar to those found
for Si24. These differences originate from the different
treatments of electronic shell ionization effects in the two
methods—PIMC is a many-body approach that accu-
rately includes shell effects, while the OF-DFT approach
makes use of what is essentially a Thomas-Fermi density
functional which is not able to describe the shell struc-
ture accurately. Therefore, OF-DFT tends to smooth out
ionization features near the compression maximum, lead-
ing to a single broad peak instead of the peak-shoulder
(for CH) or double-peak (for Si) structures predicted by
PIMC.

IV. DISCUSSION

A. Structure of the hydrocarbon fluid

In Ref. 29, we have shown that the isothermal iso-
baric linear mixing approximation works exceptionally
well for stellar-core conditions. The validity of this ap-
proximation can be understood from analysis of the nu-
clear pair correlation functions, as is shown with the
high-temperature (6.7×104 K) g(r) profiles in Fig. S2
of Ref. 29 for CH and Fig. 8 for C2H and CH2. At these
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FIG. 7. Comparison of the energy and pressure components of
the Hugoniot function of CH from this work (solid lines and
squares) and from the OF-DFT model94, dashed lines and
diamonds) at two different temperatures. The initial state
correspond to the ambient density of 1.05 g/cm3. The densi-
ties at which the energy and pressure terms agree solve Eq. 2
and may be realized in experiments.
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FIG. 8. Comparison of the nuclear pair correlation function
obtained from DFT-MD for C2H (dark) and CH2 (red) at two
different densities for every material and three temperatures.
The reference density ρ0 is 1.76 and 2.24 g/cm3 for C2H and
CH2, respectively.

extreme conditions, no C-H bonds exist (lifetime shorter
than 4.4 fs, see Table I), and the non-existence of any
peak structure in the pair-correlation function indicates
that the system behaves similarly to an ideal yet par-
tially ionized plasma. This explains the efficacy of the
ideal linear mixing assumption manifested in the similar-
ity between the Hugoniot curve as calculated from this
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FIG. 9. The difference in energy (top) and volume (bottom)
between bi-variable spline fitting of our first-principles EOS
data of CH and the linear mixing approximation at a series
of T, P conditions along the Hugoniot curve. The symbols
are defined as ∆EMix(x) = E(x) − (1 − x)EC − xEH and
∆VMix(x) = V (x)− (1− x)VC − xVH.

approximation (using PIMC and DFT-MD EOS for the
pure elements19,103), and the Hugoniot curve as calcu-
lated from our direct first-principles simulations of the
mixtures in question29.

Figure 9 compares the EOS of CH from interpolation of
our first-principles data and that determined by the lin-
ear mixing approximation at a series of T, P conditions
along the Hugoniot curve (Fig. 5). In comparison to in-
terpolation of our first-principles EOS data, linear mixing
of pure C and pure H overestimates the volume of CH
by 2.3% at 3.2×104 K (378 GPa). The volume difference
∆Vmix decreases to within ±0.5% at T > 5.6 × 104 K,
which is consistent with the threshold temperature above
which we see disappearance of peaks in the nuclear-pair
correlation function g(r) plots (Fig. 8). On the other
hand, the energy of the linear mixture is higher than the
first-principles value by 1.1 eV/atom at 3.2×104 K. The
value of ∆Emix decreases to 0-0.2 eV/atom at 7.5×104

K, and remains less than 2.5 eV/atom at higher temper-
atures. The fact that the energy of the linear mixture
is smaller at the highest temperatures, while pressure
is similar, explains why linear mixing predicts CH to be
stiffer at the compression maximum than our direct first-
principles predictions (Fig. 3 in Ref. 29).
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TABLE I. Comparison of chemical bond lifetime τ in fs.

ρ (g/cm3) T (K) P (Mbar) τC-C τC-H τH-H τC-C-C

2.10 6.7×103 0.44 89.62 16.68 4.60 44.12
2.10 1.0×104 0.61 48.77 11.36 4.00 23.92
3.15 6.7×103 1.76 69.72 12.63 4.18 35.67
3.15 1.0×104 2.04 43.13 10.19 3.80 21.72
3.15 2.0×104 2.89 25.63 7.58 3.15 12.93
3.15 5.0×104 5.55 14.63 5.06 2.28 7.55
3.15 6.7×104 7.19 12.44 4.34 2.06 6.58
3.15 1.3×105 13.4 9.50 3.30 1.60 4.88
3.15 2.0×105 22.1 7.47 2.68 1.32 3.85
3.15 5.1×105 60.9 4.70 1.66 0.88 2.47

At lower pressure and temperature, clear signatures of
chemical bonds exist. Figure 8 compares the g(r) pro-
file of C2H and CH2 at two different densities (2×ρ0 and
3×ρ0, with ρ0= 1.76 and 2.24 g/cm3 for C2H and CH2,
respectively) and three different temperatures. For C-C
g(r) functions in Fig. 8(c) and (f), the results show clear
peaks and structure at both temperatures of 6.7×103 and
104 K. These indicate the formation of carbon clusters.
C-H bonds (Fig. 8(b) and (e)) also exist at these tem-
peratures, characterized by the peak in g(r) at r≈1.15
Å. The C-H bonds are not very stable and are signif-
icantly weakened by thermal and compressional effects,
as the differences in peak height show. We do not see any
evidence of stable H-H bonds even at the the lowest tem-
perature (6.7× 103 K) that we considered (Fig. 8(a) and
(d)), which is consistent with the analysis of other high
pressure hydrogen-rich materials123,124. These peaks do
not seem to be strongly dependent on the overall C:H
ratio in the system and are consistent with findings in
recent DFT-MD simulations125 of CH4.

A snapshot from the DFT-MD simulations of CH and
its electronic density distribution at 3.15 g/cm3 and
2 × 104 K is shown in Fig. 10. The disorder in the
atomic positions is indicative of the plasma behavior,
wherein ions participate in short-lived chemical bonding.
Detailed structural analysis of the atomic bonding and
lifetime at this condition (see Table I) indicates that C-
C clusters and chains exist stably for the time scale of
10-100 fs, approximately one order of magnitude longer
than H-H bonds. The lifetime of C-H bonds is slightly
longer than 10 fs at T < 104 K and ρ < 3.15 g/cm3,
and is similar to (about two times) that of H-H bonds at
higher T and P .

Changes in chemical bonding in hydrocarbons have
been proposed to interpret experimental results along the
Hugoniot curves. For example, Barrios et al.73 tenta-
tively attributed a slight softening that is observed for
polystyrene at 2-4 Mbar to the decomposition of chem-
ical bonds. Bond dissociation is also included in the
SESAME EOS model for CH at 2-4 Mbar3. Our find-
ings of dramatic decrease in the lifetimes of C-H bonds
and changes in g(r) at 0.4-4 Mbar are consistent with pre-
vious calculations79,81,91,94. However, our analysis shows
that the decrease in bond lifetime is gradual, spaning

FIG. 10. A snapshot of the electron density profile of CH in
the polymeric state125 around thermodynamic equilibrium at
3.15 g/cm3 and 2×104 K. The C and H atoms are represented
by blue and pink spheres, respectively. Electron density which
mitigates the bonding effects is illustrated by the light brown
isosurface.

FIG. 11. Electronic density of states (DOS) of CH at a se-
ries of temperatures and 3.15 g/cm3 based on Γ-point DFT
simulations. The dashed curves denote the occupied states.
The Fermi energies are aligned at E=0 eV. A pseudo-bandgap
exists at 6.7×103 K. With increasing temperature, the gap is
gradually filled. We have checked the results by using 2×2×2
and 4×4×4 Monkhorst-Pack k mesh126, and found the same
relation of the DOS curves.

a few Mbar and tens of thousands of Kelvin. This in-
dicates that the dissociation of chemical bonds is con-
tinuous along the Hugoniot curve, instead of suddenly
complete at certain T and P .

We also investigated the electronic density of states of
CH at the same (ρ, T ) conditions as in the g(r) analyses
(Fig. 8). We find a pseudo-bandgap exists at the va-
lence band maximum at 6.7×103 K. This gap is partially
filled, resulting in a more continuous transition between
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the valence and the conduction bands, at 104 K, and
is completely filled at 2×104 K (see Fig. 11). Closure
of the gap indicates metalization of the system, which
increases the electrical conductivity and reflectivity that
can be observed in experiments. The corresponding pres-
sure range (1.5-2.5 Mbar) is in accord with experimental
findings69,73 of optical reflectivity changes of CH sam-
ples. Note that band gap closure does not necessarily ac-
company complete chemical decomposition, because the
changes in the lifetimes of the chemical bonds are grad-
ual. It is therefore not appropriate to equate the origin of
reflectivity change with chemical bond dissociation. We
also do not see the changes in bonding to have an obvious
effect on the shape of the Hugoniot curve.

B. Composition dependence of the Hugoniot curve of
GDP

ICF experiments routinely use GDP as an ablator ma-
terial; GDP is mostly hydrocarbon (CH1.36) doped with
small amounts of heavier elements, such as O or Ge. As
has been shown in Sec. IV A and in Ref. 29, the linear
mixing approximation is a reasonable way of estimating
the EOS and shock compression of hydrocarbons. In this
section, we apply this approximation to study the shock
compression of GDP, compare with other EOS models,
and investigate the effects of varying hydrogen and oxy-
gen concentrations on the shock Hugoniot curve.

Figure 5 shows the Hugoniot curve of GDP (C43H56O),
in comparison with those given by other models and that
of CH. The initial density of GDP is set to 1.05 g/cm3, as
relevant to polystyrene and to the hydrocarbon materials
used in recent laser shock experiments77. The initial en-
ergy E0 is determined by approximating GDP as an ideal
mixture of three polymers— PAMS (C9H10), polyethy-
lene (C2H4) and polyvinylalcohol (C2H4O) —which al-
lows for a higher flexibility in the composition of GDP.
The energy of each polymer is determined as described in
the supplementary material of Ref. 29. We determine the
energy of diamond, isolated H2 and O2 molecules using
DFT calculations and combine them with tabulated ther-
mochemical data on the enthalpy of combustion127,128 to
estimate the energy of these polymers. As a proof of
concept, we compare the energy of coronene C24H12 de-
termined as a combination of PAMS and polyethylene to
the thermochemical data and find very small difference
(less than 15 mHa/carbon). Initial densities in Fig. 12
are determined in the ideal mixture approximation, using
the density of PAMS (1.075 g/cm3), polyethylene (0.95
g/cm3) and polyvinylalcohol (1.19 g/cm3).

Figure 5 shows the Hugoniot curve of GDP obtained
from our first-principles EOS. It is slightly stiffer than
that of CH at low pressures (P < 5 Mbar) and near the
compression maximum. Similar trends are found in the
results of the QSEM model96. For compression ratios
between 3.3-4.3, a shoulder develops along the Hugo-
niot curve. The shoulder structure is also found along

FIG. 12. Comparison of the effects of varying oxygen (a) and
hydrogen (b) content on the shock Hugoniot curve of GDP.

the Hugoniot curve of LEOS 5400 GDP, which exhibits
higher compressibility than that predicted by the first-
principles calculations in this work. This may be traced
to the start of ionization of the 1s electron shell of car-
bon, which leads to the shoulder, and the much lower
Grüeneisen γ used in LEOS 5400 than in LEOS 5112
for compression ratios larger than 3.5, which causes the
softer behavior predicted by LEOS 5400.

Considering that the chemical composition of GDP ab-
lators varies77,81,96,117, it is thus useful to compare the
Hugoniot curves of GDP with different C:H ratios and
oxygen contents. We consider three oxygen mass per-
centages of 2.7%, 12.2%, and 21.8%, and C:H ratios of
1:1, 1:1.33, and 1:1.5. A comparison of the Hugoniot
curves is shown in Fig. 12. With the addition of oxy-
gen, the pressure at the maximum compression increases,
while the compression ratio does not show any observable
change. The effect of oxygen can be understood from the
fact that its 1s electrons are more strongly bound to the
oxygen nuclei, which requires a higher temperature for
ionization. Changes to the maximum compression ratio
are insignificant within the range of oxygen content that
we consider, because the carbon 1s electrons dominate
over those of oxygen. Increasing the amount of hydrogen
leads to a decrease by 0.1 in the compression maximum
when the C:H ratio decreases from 1:1 to 1:1.5, as shown
in Fig. 12(b). This is the same trend with composition
that has been seen in Fig. 3 of Ref. 29. The pressure at
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the compression maximum is not affected.

V. CONCLUSIONS

In this work, we presented the results of PIMC and
DFT-MD simulations of a series of hydrocarbons. We
obtained accurate internal energies and pressures from
temperatures of 6.7×103 K to 1.3×108 K. PIMC and
DFT-MD were shown to be consistent at 106 K, typi-
cally to within 1 Ha/carbon in energy and 3% in pres-
sure. This cross-validates the use of both methods at the
temperature of 106 K. We used these results to evaluate
some of the detailed assumptions made in a recent EOS
model for CH, LEOS-5112.

We investigated the principal Hugoniot curves using
the obtained EOS data and found a maximum compres-
sion of 4.7, which is similar to that predicted by LEOS
5400 but larger than SESAME 7593 and OF-DFT pre-
dictions. We expect future experiments will test this pre-
diction.

We demonstrated the validity of the linear mixing
approximation in obtaining the EOS and shock Hugo-
niot curves of hydrocarbons. This can be explained by
the unstable, short-lived C-H chemical bonds (lifetime
τ < 4.4 fs) for temperatures greater than 6.7×104 K. The
nuclear-pair correlation function g(r) of hydrocarbons re-
sembles that of a simple atomic liquid at the higher tem-
peratures we considered. At lower temperatures, g(r)
as well as bond lifetime analysis of hydrocarbon systems
show the possible existence of stable C-C bonds with life-
times of 10-100 fs, weak C-H bonds with lifetimes of 4-16
fs, and no signature of stable H-H bonds.

By applying the linear mixing approximation, we in-
vestigated the Hugoniot curves of GDP as a function
of oxygen content and C:H ratios. We found that the
compression maximum remains unchanged when vary-
ing the oxygen mass percentage between 0 and 21.8%
while the pressure increases by about 0.1 Gbar. When
the C:H ratio decreases from 1:1 to 1:1.5, the shock com-
pression maximum decreases by 0.1 while the pressure,
which is determined by the 1s ionization of carbon, does
not change.

Our results provide a benchmark for future theoretical
investigations of the EOS of hydrocarbons, and should
be useful for informing on-going dynamic compression
experiments aimed at reaching Gbar conditions.

VI. SUPPLEMENTARY MATERIAL

See the supplementary material for the tables of EOS
data of C2H, C2H3, CH2, CH3, and CH4 considered in
this study.
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